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• Extracting knowledge from information - understanding 
unstructured data


• Fast processing of huge amounts of data

?

Network science applied to text analysis

Motivation 
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http://app.fontastic.me/#select/qbdoqGQKuyL6RXdgqk8wJS

... ...covered their heads and dispersedThe people

Traditional textual analysis
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http://app.fontastic.me/#select/qbdoqGQKuyL6RXdgqk8wJS

• Shallow resources 
• Syntactical analysis (parsing)

... ...covered their heads and dispersedThe people

Traditional textual analysis
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limb

leg
arm

body

human

foot

• Shallow resources 
• Syntactical analysis (parsing) 

• Deep resources have

have have

is of type
is of type have

is of type

Traditional textual analysis
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• Shallow resources 
• Syntactical analysis 

• Deep resources 
• Statistical methods

mobile

can

love

your

is

the best

phone

antivirus

tabletsmartphone

is

the best
what

Traditional textual analysis
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Word Embeddings

king

man

woman

queen
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• Shallow resources 
• Syntactical analysis 

• Deep resources 
• Statistical methods 
• Deep learning 
• Networks

8

Network-based methods
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〝... wondering in his darker 
moments what Sally would say 

about that project when she 
heard of it, and he had hoped 
that she would not hear of it 

until all the preparations were 
so complete that interference 
would be impossible. He was 
extremely fond of Sally, but 

there was, he knew, a 
lamentable ...”

P. G. Wodehouse  
- The Adventures of Sally



10

〝... wondering in his darker 
moments what Sally would say 

about that project when she 
heard of it, and he had hoped 
that she would not hear of it 

until all the preparations were 
so complete that interference 
would be impossible. He was 
extremely fond of Sally, but 

there was, he knew, a 
lamentable ...”

P. G. Wodehouse  
- The Adventures of Sally

Removing functional words
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wonder dark

moment sally say

project hear

hope hear prepare

complete interference

impossible be extreme
fond sally know
lament

〝... wondering in his darker 
moments what Sally would say 

about that project when she 
heard of it, and he had hoped 
that she would not hear of it 

until all the preparations were 
so complete that interference 
would be impossible. He was 
extremely fond of Sally, but 

there was, he knew, a 
lamentable ...”

P. G. Wodehouse  
- The Adventures of Sally

Lemmatization
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wonder dark

moment sally say

project hear

hope hear prepare

complete interference

impossible be extreme
fond sally know
lament



wonder
dark

moment

sally

say

project
hear

hope

hear
prepare

complete

interference

impossible

be
extremefond

sally
know

lament
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Mesoscopic representation of texts as complex networks 
H. F. de Arruda, F. N. Silva, V. Q. Marinho, D. R. Amancio, L. da F. Costa 

https://arxiv.org/abs/1606.0963618

https://arxiv.org/abs/1606.09636


Mesoscopic representation of texts as complex networks 
H. F. de Arruda, F. N. Silva, V. Q. Marinho, D. R. Amancio, L. da F. Costa 

https://arxiv.org/abs/1606.0963619

Alice in Wonderland

https://arxiv.org/abs/1606.09636


Mesoscopic representation of texts as complex networks 
H. F. de Arruda, F. N. Silva, V. Q. Marinho, D. R. Amancio, L. da F. Costa 

https://arxiv.org/abs/1606.0963620

136 H. F. DE ARRUDA ET AL.

(a) (b)

Fig. 6. PCA projections of the networks generated from RT, SP texts and SW texts. The projections (a) and (b) represent the
mesoscopic and the co-occurrence networks, respectively. (a) Mesoscopic networks and (b) co-occurrence networks. Color is
available online.

Table 1 Mesoscopic network: average distance among networks
from the same class. Note that, when using mesoscopic networks,
it is possible to discriminate real texts from those generated by
both shuffled words and paragraph

RT SW SP

RT 0.00 13.67 10.98
SW 13.67 0.00 13.21
SP 10.98 13.21 0.00

Table 2 Co-occurrence network: average distance among
networks from the same class. If co-occurrence networks
are used, real texts and texts formed by shuffled paragraphs
cannot be discriminated

RT SW SP

RT 0.00 7.18 0.12
SW 7.18 0.00 7.08
SP 0.12 7.08 0.00

Although the sum of the two main PCA components accounts for 70% of the projection, the group of
networks from RT and SP are not distinguishable. This behaviour was expected because co-occurrence
networks were first devised to grasp linguistic/syntactical features. When language structure is kept
and only the mesoscopic structure is changed (in SP texts), the co-occurrence approach is unable to
discriminate real from meaningless texts. The poor discriminability observed is confirmed by the distances
shown in Table 2.

Downloaded from https://academic.oup.com/comnet/article-abstract/6/1/125/4037124
by guest
on 01 March 2018

Classification using mesoscopic representation

https://arxiv.org/abs/1606.09636
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Lyrics
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Lyrics

Dancing Queen - ABBA Pruned version
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Lyrics

My Girl - The Temptations Footloose - Kenny Loggins
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Lyrics

Roar - Kate Perry Baby - Justin Bieber
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Odyssey
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Demo
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qokain

dchor
qokeedy

Ikaiin

olkeedyshedy

otedy

chor

qol
Ichedy

direito

cthy

Is it fake? Is it a narrative?


